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ABSTRAK 

 

Nama Mahasiswa / NPM  : Mohammad Hasan Tajuk Rizal / 

21082010138 

Judul Skripsi                      : Klasifikasi Citra Penyakit Daun Padi 

Menggunakan Arsitektur Convolutional Neural 

Network 

Dosen Pembimbing           : 1. Amalia Anjani Arifiyanti, S.Kom., M.Kom 

 2. Nambi Sembilu, S.Kom., M.Kom 

 

Padi merupakan komoditas pangan utama di Indonesia, namun produksinya sering 

terancam oleh berbagai penyakit daun yang dapat menyebabkan gagal panen. 

Deteksi dini dan akurat menjadi kunci untuk penanganan yang efektif. Penyakit-

penyakit ini seringkali menunjukkan gejala visual yang khas berupa bercak 

dengan pola dan warna tertentu pada daun. Daun padi menjadi objek identifikasi 

yang ideal karena memiliki penampang luas sehingga perubahan tersebut mudah 

diamati , yang dapat dianalisis secara akurat menggunakan teknologi pengolahan 

citra. Penelitian ini bertujuan untuk membangun sistem klasifikasi citra penyakit 

daun padi menggunakan Convolutional Neural Network (CNN) dengan 

membandingkan tiga arsitektur pre-trained, yaitu MobileNetV3, EfficientNet-B0, 

dan ShuffleNetV2. Metode yang digunakan adalah transfer learning diikuti 

dengan proses fine-tuning secara bertahap untuk mengadaptasi model dari dataset 

publik ke dataset target yang memiliki domain berbeda. Sembilan skenario 

pemodelan dengan variasi hyperparameter seperti learning rate dan dropout diuji 

untuk menemukan konfigurasi terbaik. Hasil evaluasi menunjukkan bahwa proses 

fine-tuning berhasil meningkatkan performa model MobileNetV3 dan 

EfficientNet-B0 secara signifikan. Model terbaik diraih oleh Skenario 6 

(EfficientNet-B0) yang mencapai F1-Score tertinggi sebesar 0.70. Sebaliknya, 

arsitektur ShuffleNetV2 terbukti kurang mampu beradaptasi pada domain data 

target. Model terbaik kemudian berhasil dikonversi ke format TensorFlow Lite 

(TFLite) dan diimplementasikan pada aplikasi Android bernama "PadiCare", yang 

mampu melakukan klasifikasi secara fungsional. Penelitian ini menunjukkan 

bahwa arsitektur EfficientNet-B0 merupakan pilihan paling efektif untuk tugas ini 

dan berpotensi untuk diimplementasikan sebagai alat bantu praktis bagi para 

petani. 

 

 

Kata kunci : Convolutional Neural Network (CNN), Fine-Tuning, Klasifikasi 

Citra, Penyakit Padi, Transfer Learning.
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ABSTRACT 

Rice is a primary food commodity in Indonesia, yet its production is often 

threatened by various leaf diseases that can lead to crop failure. Early and accurate 

detection is key to effective management. These diseases often show distinct 

visual symptoms in the form of spots with specific patterns and colors on the 

leaves. Rice leaves serve as an ideal identification object due to their wide surface 

area, making these changes easy to observe and suitable for accurate analysis 

using image processing technology. This research aims to build an image 

classification system for rice leaf diseases using a Convolutional Neural Network 

(CNN) by comparing three pre-trained architectures: MobileNetV3, EfficientNet-

B0, and ShuffleNetV2. The methodology employed is transfer learning followed 

by a staged fine-tuning process to adapt the models from a public dataset to a 

target dataset with a different domain. Nine modeling scenarios with varying 

hyperparameters, such as learning rate and dropout, were tested to find the best 

configuration. The evaluation results show that the fine-tuning process 

significantly improved the performance of the MobileNetV3 and EfficientNet-B0 

models. The best model was achieved by Scenario 6 (EfficientNet-B0), which 

attained the highest F1-Score of 0.70. Conversely, the ShuffleNetV2 architecture 

proved less capable of adapting to the target domain data. The best-performing 

model was then successfully converted to the TensorFlow Lite (TFLite) format 

and implemented in a functional Android application named "PadiCare." This 

study concludes that the EfficientNet-B0 architecture is the most effective choice 

for this task and has the potential to be implemented as a practical support tool for 

farmers. 

 

 

Keywords : Convolutional Neural Network (CNN), Fine-Tuning, Image 
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