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ABSTRAK

AMARUL AKBAR. SISTEM REKOMENDASI AYAT AL-QUR’AN
BERBASIS K-MEANS CLUSTERING DAN COSINE-SIMILARITY DENGAN
OPTIMASI REDUKSI DIMENSI PCA (dibimbing oleh Dr. Basuki Rahmat,
S.Si., MT. dan Dr. Eng. Ir. Anggraini Puspita Sari, ST., MT)

Perkembangan teknologi informasi mempermudah akses Al-Qur’an melalui
berbagai platform digital, namun banyaknya ayat dan keragaman tema sering
menyulitkan pengguna dalam menemukan ayat yang relevan dengan kebutuhan
tertentu. Penelitian ini bertujuan mengembangkan sistem rekomendasi ayat Al-
Qur’an berbasis teks terjemahan Bahasa Indonesia menggunakan pendekatan
kuantitatif. Sistem dibangun dengan TF-IDF sebagai representasi teks, K-Means
Clustering untuk membentuk struktur global ayat secara leksikal-tematik, serta
Cosine Similarity sebagai mekanisme perankingan berdasarkan kemiripan kata
kunci pengguna. Untuk mengatasi tingginya dimensi data hasil vektorisasi 7F-IDF,
diterapkan Principal Component Analysis (PCA) sebagai teknik reduksi dimensi
sebelum proses clustering. PCA sebagai metode pendukung untuk
menyederhanakan ruang fitur dan meningkatkan kualitas klaster secara relatif.
Evaluasi dilakukan secara kuantitatif menggunakan Silhouette Score (SS) dan
Davies-Bouldin Index (DBI) untuk mengukur kualitas klaster, serta precision untuk
menilai performa rekomendasi. Hasil pengujian menunjukkan bahwa penerapan
PCA mampu meningkatkan kualitas klaster dibandingkan model tanpa reduksi
dimensi, meskipun nilai Silhouette Score masih berada pada kategori cukup. Sistem
rekomendasi menghasilkan nilai precision 76% pada skenario Top-5 rekomendasi.
Meskipun sistem masih berbasis kesamaan leksikal dan belum menangkap makna
semantik secara mendalam, integrasi K-Means Clustering, Cosine Similarity, dan
PCA terbukti mampu menghasilkan sistem rekomendasi ayat Al-Qur’an yang
relevan dan efisien sebagai pendukung pencarian ayat untuk kebutuhan

pembelajaran dan tadabbur.

Kata kunci : Sistem Rekomendasi, Al-Qur’an, K-Means Clustering, Cosine

Similarity, Principle Component Analysis, Precision.
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ABSTRACT

AMARUL AKBAR 4 RECOMMENDATION SYSTEM FOR QUR’ANIC VERSES
BASED ON K-MEANS CLUSTERING AND COSINE SIMILARITY WITH PCA-
BASED DIMENSIONALITY REDUCTION OPTIMIZATION (Supervised by Dr.
Basuki Rahmat, S.Si., MT. dan Dr. Eng. Ir. Anggraini Puspita Sari, ST., MT)

The development of information technology has facilitated access to the Qur’an
through various digital platforms; however, the large number of verses and the
diversity of themes often make it difficult for users to find verses that are relevant
to specific needs. This study aims to develop a Qur’anic verse recommendation
system based on Indonesian translated text using a quantitative approach. The
system is built using TF-IDF as text representation, K-Means Clustering to
construct a global lexical-thematic structure of verses, and Cosine Similarity as a
ranking mechanism based on the similarity of user keywords. To address the high
dimensionality of the data resulting from TF-IDF vectorization, Principal
Component Analysis (PCA) is applied as a dimensionality reduction technique
prior to the clustering process. PCA serves as a supporting method to simplify the
feature space and relatively improve cluster quality. The evaluation is conducted
quantitatively using Silhouette Score (SS) and Davies-Bouldin Index (DBI) to
measure cluster quality, as well as precision to assess recommendation
performance. The experimental results indicate that the application of PCA
improves cluster quality compared to the model without dimensionality reduction,
although the Silhouette Score remains in the moderate category. The
recommendation system achieves a precision value of 76% in the Top-5
recommendation scenario. Although the system is still based on lexical similarity
and has not yet captured deep semantic meaning, the integration of K-Means
Clustering, Cosine Similarity, and PCA is proven to produce a relevant and
efficient Qur’anic verse recommendation system to support verse retrieval for

learning and contemplative (tadabbur) purposes.

Keyword : Recommendation System, Al-Qur’an, K-Means Clustering, Cosine

Similarity, Principle Component Analysis, Precision.
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