
 

 

 

 

 

 

 

 

SKRIPSI 
 
 

PREDIKSI HARGA BERAS DI JAWA TIMUR 
MENGGUNAKAN MODEL ENSEMBLE GRU – 
SVR DENGAN IMPLEMENTASI GUI 

 

HALAMAN SAMPUL 

DANDI NUR FAIZI 
NPM 21083010078 
 
 

 

 
DOSEN PEMBIMBING 
Trimono, S.Si., M.Si. 
Wahyu Syaifullah Jauharis Saputra, S.Kom., M.Kom. 
 
 
 
 
 
KEMENTERIAN PENDIDIKAN TINGGI, SAINS, DAN TEKNOLOGI 
UNIVERSITAS PEMBANGUNAN NASIONAL VETERAN JAWA TIMUR 
FAKULTAS ILMU KOMPUTER 
PROGRAM STUDI SAINS DATA 
SURABAYA 
2026



https://v3.camscanner.com/user/download


https://v3.camscanner.com/user/download


https://v3.camscanner.com/user/download


 

 

 

v 

ABSTRAK 

 

Nama Mahasiswa / NPM   : Dandi Nur Faizi / 21083010078 

Judul Skripsi                     : Prediksi Harga Beras Di Jawa Timur 

Menggunakan Model Ensemble GRU – SVR 

Dengan Implementasi GUI 

Dosen Pembimbing          : 1. Trimono, S.Si., M.Si 

  2. Wahyu Syaifullah J. S, S.Kom., M.Kom. 

 

 

Fluktuasi harga beras merupakan salah satu masalah yang strategis bagi stabilitas 

ekonomi dan ketahanan pangan di Jawa Timur. Prediksi harga yang akurat menjadi 

penting untuk mendukung pengambilan keputusan pemerintah, pelaku pasar dan 

masyarakat, terutama dalam upaya menjaga stabilitas harga dan ketersediaan 

pangan. Penelitian ini mengembangkan model prediksi harga beras berbasis 

arsitektur ensemble GRU–SVR, yang menggabungkan kemampuan GRU dalam 

menangkap pola temporal deret waktu dan kemampuan SVR dalam melakukan 

regresi non-linear pada fitur statistik. Data yang digunakan meliputi harga beras 

medium dan variabel cuaca harian (Tavg, RH_avg, RR, ss) periode 2021–2025. 

Proses pra-pemrosesan dilakukan menggunakan window berukuran 7 hari, 

menghasilkan dua jenis fitur: (1) fitur sekuensial berdimensi (7×5) untuk GRU, dan 

(2) 25 fitur statistik untuk SVR sebagai bagian dari Enhanced Feature Engineering 

(EFE). Arsitektur GRU terdiri dari dua lapisan bertumpuk (128 unit → 64 unit) 

yang diikuti Dense 32 unit sebagai ekstraktor fitur. Komponen SVR dengan kernel 

Radial Basis Function (RBF) yang dioptimalkan menggunakan grid search pada 

192 kombinasi hiperparameter yang mencakup rentang nilai C (100–10000), 

gamma (0.0001–0.1), dan epsilon (0.01–0.1). Hasil penelitian menunjukkan 

performa prediksi yang sangat akurat dengan kombinasi (C=10000, γ=0.0001), 

nilai MAPE = 1.462%, yang merupakan hasil terbaik dari model ensemble GRU–

SVR. Model kemudian diintegrasikan ke dalam Graphical User Interface (GUI) 

berbasis Streamlit, memungkinkan pengguna untuk mengunggah data, melakukan 

pra-pemrosesan, melatih model, mengevaluasi performa, serta menghasilkan 

prediksi harga 30 hari ke depan secara interaktif. Penelitian ini memberikan 

kontribusi berupa model prediksi harga beras yang presisi, stabil, dan praktis 

digunakan, serta menawarkan solusi yang menjembatani riset komputasional 

dengan kebutuhan aplikasi nyata di bidang ketahanan pangan. 

 

 

Kata Kunci :  Prediksi Harga Beras, Model Ensemble GRU - SVR, Enhanced 

Feature Engineering, GUI, Jawa Timur.  
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ABSTRACT 

 

Student Name / NPM        : Dandi Nur Faizi /  21083010078 

Undergraduate Thesis 

Title                       

: Rice Price Prediction In East Java Using GRU-

SVR Ensemble Model with GUI Implementation 

Advisors                            : 1. Trimono, S.Si., M.Si 

  2. Wahyu Syaifullah J. S, S.Kom., M.Kom. 

 

 

Rice price fluctuations represent a strategic challenge for economic stability and 

food security in East Java. Accurate price forecasting is therefore essential to 

support decision-making by governments, market participants, and the public, 

particularly in efforts to maintain price stability and ensure food availability. This 

study develops a rice price forecasting model based on an ensemble GRU–SVR 

architecture, which combines the capability of Gated Recurrent Units (GRU) to 

capture temporal patterns in time-series data with the ability of Support Vector 

Regression (SVR) to perform nonlinear regression on statistical features. The 

dataset consists of medium rice prices and daily weather variables (Tavg, RH_avg, 

RR, and ss) over the period 2021–2025. The preprocessing stage applies a 7-day 

sliding window, producing two types of features: (1) sequential features with 

dimensions (7 × 5) for the GRU model, and (2) 25 statistical features for the SVR 

model as part of the Enhanced Feature Engineering (EFE) framework. The GRU 

architecture comprises two stacked layers (128 units → 64 units) followed by a 32-

unit dense layer functioning as a feature extractor. The SVR component employs a 

Radial Basis Function (RBF) kernel and is optimized using grid search over 192 

hyperparameter combinations, covering ranges of C (100–10,000), gamma 

(0.0001–0.1), and epsilon (0.01–0.1). The experimental results demonstrate highly 

accurate predictive performance, with the best ensemble GRU–SVR configuration 

achieved at (C = 10000, γ = 0.0001), yielding a MAPE of 1,462%. The proposed 

model is further integrated into a Streamlit-based Graphical User Interface (GUI), 

enabling users to upload data, perform preprocessing, train the model, evaluate 

performance, and generate interactive 30-day-ahead rice price forecasts. Overall, 

this study contributes a precise, stable, and practical rice price forecasting model, 

offering a solution that bridges computational research and real-world 

applications in the field of food security. 

 

 

Keywords: Rice Price Prediction, GRU–SVR Ensemble Model, Enhanced Feature 

Engineering, GUI, East Java. 
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𝑍𝑡  : data asli yang akan ditransformasikan 

𝜆 : parameter transformasi 

∆𝑍𝑡 : perubahan (differencing) dari 𝑍𝑡 dengan lag 

1(𝑍𝑡 − 𝑍𝑡−1) 

𝑍𝑡−1 : nilai 𝑍 pada periode sebelumnya (lag 1) 

𝛼𝑖 : koefisien untuk differencing lag 

𝛼𝑡 : komponen error pada waktu ke-𝑡 

𝛽 : konstanta dalam model yang menambahkan 

efek level pada data 

𝛽2𝑇 : konstanta dalam model yang menambahkan efek 

level pada data 
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𝑍𝑡̅ : rata-rata 𝑍𝑡 
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