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ABSTRAK

Nama Mahasiswa / NPM :  Fadhilah Nur Hidayat / 21083010082
Judul Skripsi :  Implementasi Bidirectional-LSTM dan Word2Vec
dalam Klasifikasi Berita Palsu (Hoax) di Indonesia
Dosen Pembimbing : 1. Wahyu Syaifullah J. S, S.Kom., M.Kom.
2. Dr. Ir. Mohammad Idhom, S.P., S.Kom., M.T.

Penyebaran berita palsu (hoax) di Indonesia semakin meningkat seiring
perkembangan teknologi digital, yang berpotensi menimbulkan keresahan dan
gangguan stabilitas di masyarakat. Penelitian ini bertujuan untuk membangun
model klasifikasi berita palsu menggunakan pendekatan Deep Learning dengan
algoritma Bidirectional Long Short-Term Memory (Bi-LSTM) dan Word2Vec. Data
penelitian dikumpulkan melalui teknik web scraping dari portal Detik.com untuk
berita valid dan Turnbackhoax.id untuk berita hoax, dengan total data yang
digunakan setelah proses penyeimbangan sebanyak 2.800 artikel. Tahap pra-
pemrosesan meliputi pembersihan teks, normalisasi, dan penghapusan stopwords
dengan penanganan khusus pada kata negasi. Ekstraksi fitur dilakukan
menggunakan Word2Vec arsitektur Continuous Bag of Words (CBOW) dengan
dimensi 300 yang dilatih menggunakan korpus Wikipedia Bahasa Indonesia untuk
menangkap makna semantik kata. Model Bi-LSTM digunakan untuk mempelajari
pola urutan teks dari dua arah (maju dan mundur). Berdasarkan hasil evaluasi pada
data uji (testing set), model yang diusulkan berhasil mencapai Akurasi sebesar
86,43%, dengan nilai Presisi 87,23%, Recall 85,36%, dan FI-Score 86,28% .
Penelitian ini juga menghasilkan implementasi sistem antarmuka berbasis web yang
mampu mendeteksi validitas berita secara otomatis.

Kata kunci : Berita Palsu (Hoax), Deep Learning, Bidirectional LSTM,
Word2Vec, Klasifikasi Teks.



ABSTRACT

Student Name / NPM : Fadhilah Nur Hidayat / 21083010082

Thesis Title o Implementation of Bidirectional-LSTM  and
Word2Vec for Fake News (Hoax) Classification in
Indonesia

Thesis Advisors : 1. Wahyu Syaifullah J. S, S.Kom., M.Kom.

2. Dr. Ir. Mohammad Idhom, S.P., S. Kom., M.T.

The spread of fake news (hoax) in Indonesia is increasing with the development of
digital technology, potentially causing public unrest and instability. This study aims
to build a fake news classification model using a Deep Learning approach with the
Bidirectional Long Short-Term Memory (Bi-LSTM) algorithm and Word2Vec.
Research data was collected via web scraping from Detik.com for valid news and
Turnbackhoax.id for hoaxes, with a total dataset of 2,800 articles used after the
balancing process. The pre-processing stage includes text cleaning, normalization,
and stopword removal with special handling for negation words. Feature extraction
is performed using Word2Vec with Continuous Bag of Words (CBOW) architecture
and 300 dimensions, pre-trained on the Indonesian Wikipedia corpus to capture
semantic meaning. The Bi-LSTM model is utilized to learn text sequence patterns
from two directions (forward and backward). Based on the evaluation of the testing
set, the proposed model successfully achieved an Accuracy of 86.43%, with a
Precision of 87.23%, Recall of 85.36%, and F1-Score of 86.28% . This research
also produced a web-based interface system implementation capable of detecting
news validity automatically.

Keywords: Fake News (Hoax), Deep Learning, Bidirectional LSTM, Word2Vec,
Text Classification
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