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ABSTRAK

Nama Mahasiswa/ NPM  : Muhammad Rafli / 21083010066

Judul Skripsi : Analisis  Efektivitas ~ MobileNetV2  dalam
Klasifikasi Motif Batik dengan Menggunakan
Hyperparameter Tuning dan Model Optimizer

Dosen Pembimbing : 1. Dr. Eng. Ir. Dwi Arman Prasetya, S.T., M.T.,
IPU., Asean Eng.
2. Kartika Maulida Hindrayani, S.Kom., M.Kom.

Klasifikasi motif batik berbasis citra digital merupakan salah satu tantangan dalam
bidang computer vision karena tingginya kemiripan pola visual antar motif serta
variasi bentuk dan warna yang kompleks. Convolutional Neural Network (CNN)
telah banyak digunakan untuk tugas klasifikasi citra, namun arsitektur CNN
konvensional umumnya memiliki kompleksitas komputasi yang tinggi dan
membutuhkan sumber daya perangkat keras yang besar. Oleh karena itu, penelitian
ini bertujuan untuk menganalisis efektivitas arsitektur MobileNetV2 sebagai model
CNN ringan dalam klasifikasi motif batik, serta mengkaji pengaruh
hyperparameter tuning dan pemilihan optimizer terhadap performa model. Dataset
yang digunakan terdiri dari 2.462 citra motif batik yang terbagi ke dalam 13 kelas,
dengan proses pembagian data menggunakan skema data latih, validasi, dan data
uji yang dikunci sejak awal. Penelitian ini menerapkan data augmentation,
stratified sampling dengan lima iterasi, serta skema two-phase training yang
mencakup fase transfer learning dan fine-tuning. Proses hyperparameter tuning
dilakukan menggunakan empat metode, yaitu grid search, random search, bayesian
optimization, dan particle swarm optimization (PSO), yang dikombinasikan dengan
empat optimizer, yaitu Adam, SGD, RMSprop, dan Adagrad. Parameter yang
dioptimasi meliputi learning rate, batch size, dan dropout rate. Hasil penelitian
menunjukkan bahwa kombinasi bayesian optimization dengan optimizer Adam
menghasilkan performa terbaik dengan mean validation accuracy sekitar 90,85%
dan nilai validation loss 0,3812. Evaluasi pada data uji menghasilkan akurasi
sebesar 92,05% dengan nilai precision, recall, dan fl-score yang tinggi serta
distribusi kesalahan yang merata pada confusion matrix. Selain itu, analisis waktu
pencarian hyperparameter menunjukkan adanya trade-off antara kualitas performa
dan biaya komputasi. Secara keseluruhan, hasil penelitian ini membuktikan bahwa
MobileNetV2 yang dikombinasikan dengan strategi hyperparameter tuning dan
pemilihan optimizer yang tepat mampu memberikan kinerja klasifikasi motif batik
yang akurat, stabil, dan efisien secara komputasi.

Kata Kunci : Batik, Hyperparameter Tuning, Optimizer, MobileNetV2, Streamlit



ABSTRACT

Student Name | NPM : Muhammad Rafli /21083010066

Undergraduate Thesis ~ : Effectiveness Analysis of MobileNetV2 in Batik

Title Pattern Classification Using Hyperparameter
Tuning and Model Optimizers

Advisors : 1. Dr. Eng. Ir. Dwi Arman Prasetya, S.T., M.T.,

IPU., Asean Eng.
2. Kartika Maulida Hindrayani, S.Kom., M.Kom.

Digital image-based batik motif classification is a challenging task in computer
vision due to the high visual similarity between motifs and complex variations in
shape and color. Convolutional Neural Networks (CNNs) have been widely applied
for image classification tasks; however, conventional CNN architectures often
suffer from high computational complexity and require substantial hardware
resources. Therefore, this study aims to analyze the effectiveness of MobileNetV2
as a lightweight CNN architecture for batik motif classification and to investigate
the impact of hyperparameter tuning and optimizer selection on model
performance. The dataset used in this study consists of 2,462 batik motif images
categorized into 13 classes. The data were split into training, validation, and test
sets, with the test set fixed from the beginning of the experiment. The proposed
framework incorporates data augmentation, stratified sampling with five iterations,
and a two-phase training scheme consisting of transfer learning and fine-tuning.
Hyperparameter tuning was performed using four search methods: grid search,
random search, bayesian optimization, and particle swarm optimization (PSO),
combined with four optimizers: Adam, SGD, RMSprop, and Adagrad. The
optimized hyperparameters include learning rate, batch size, and dropout rate.
Experimental results indicate that the combination of bayesian optimization and
the Adam optimizer achieves the best performance, with a mean validation
accuracy of approximately 91-92 percent and low validation loss. Evaluation on
the test set yields an overall accuracy of 92.05 percent, with high precision, recall,
and f1-score across all classes and a well-distributed error pattern in the confusion
matrix. Furthermore, the analysis of hyperparameter search time reveals a trade-
off between computational cost and performance improvement. Overall, this study
demonstrates that MobileNetV2, when optimized through appropriate
hyperparameter tuning and optimizer selection, provides accurate, stable, and
computationally efficient performance for batik motif classification.

Keywords: Batik, Hyperparameter Tuning, Optimizer, MobileNetV2, Streamlit
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