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ABSTRAK 
 

 

 

Upaya peningkatan produksi jagung untuk mendukung swasembada pangan 

nasional menghadapi berbagai tantangan, salah satunya adalah serangan penyakit 

pada tanaman jagung yang dapat menurunkan kualitas dan kuantitas hasil panen. 

Identifikasi penyakit daun jagung yang masih menggunakan metode konvensional 

berbasis pengamatan visual memiliki keterbatasan dari segi kecepatan, akurasi, 

serta ketergantungan pada keahlian pengamat, sehingga kurang efektif untuk 

pemantauan dini. Oleh karena itu, pemantauan kesehatan tanaman jagung sejak dini 

menjadi sangat penting untuk menjaga produktivitas hasil panen.. Klasifikasi 

penyakit daun jagung merupakan salah satu langkah utama dalam mendukung 

pemantauan kesehatan tanaman tersebut. Pada penelitian ini dikembangkan sebuah 

sistem klasifikasi penyakit daun jagung berbasis pengolahan citra dan machine 

learning yang mampu mengidentifikasi empat kondisi daun, yaitu bercak daun, 

hawar daun, karat daun, dan daun sehat. Dataset yang digunakan terdiri dari 1.200 

citra daun jagung, dengan masing-masing kelas berjumlah 300 citra, kemudian 

diperluas menjadi 3.600 citra melalui proses augmentasi data. Proses pengolahan 

data meliputi tahapan preprocessing citra, segmentasi, ekstraksi fitur, serta 

pelatihan dan pengujian model klasifikasi. Karakteristik tekstur daun diekstraksi 

menggunakan metode Local Binary Pattern (LBP), sedangkan karakteristik warna 

direpresentasikan melalui Fuzzy Color Histogram (FCH). Seluruh fitur hasil 

ekstraksi digunakan sebagai masukan pada algoritma Random Forest untuk 

melakukan klasifikasi penyakit daun jagung. Hasil pengujian menunjukkan bahwa 

algoritma Random Forest mampu memberikan performa klasifikasi yang baik 

dengan tingkat akurasi sebesar 95,83%. Hasil tersebut menunjukkan bahwa 

kombinasi fitur tekstur LBP dan fitur warna FCH efektif dalam membedakan 

penyakit daun jagung, dan berpotensi mendukung deteksi penyakit tanaman jagung 

secara otomatis dan akurat. 

 

Kata kunci :  Pengolahan Citra Digital, Local Binary Pattern (LBP), Fuzzy Color 

Histogram (FCH), Random Forest, Klasifikasi Penyakit Daun 

Jagung 
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ABSTRACT 
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Efforts to increase corn production in support of national food self-sufficiency face 

various challenges, one of which is disease attacks on corn plants that can reduce 

both the quality and quantity of crop yields. The identification of corn leaf diseases, 

which still relies on conventional visual observation methods, has limitations in 

terms of speed, accuracy, and dependence on observer expertise, making it less 

effective for early monitoring. Therefore, early monitoring of corn plant health is 

crucial to maintain crop productivity. The classification of corn leaf diseases is one 

of the main approaches to support such plant health monitoring. In this study, a corn 

leaf disease classification system based on image processing and machine learning 

was developed to identify four leaf conditions, namely leaf spot, leaf blight, leaf 

rust, and healthy leaves. The dataset used consisted of 1,200 corn leaf images, with 

300 images for each class, which were then expanded to 3,600 images through data 

augmentation. The data processing stages included image preprocessing, 

segmentation, feature extraction, as well as training and testing of the classification 

model. Leaf texture characteristics were extracted using the Local Binary Pattern 

(LBP) method, while color characteristics were represented using the Fuzzy Color 

Histogram (FCH). All extracted features were used as input for the Random Forest 

algorithm to perform corn leaf disease classification. The experimental results show 

that the Random Forest algorithm achieved good classification performance with 

an accuracy of 95.83%. These results indicate that the combination of LBP texture 

features and FCH color features is effective in distinguishing corn leaf diseases and 

has the potential to support automatic and accurate detection of corn plant diseases. 

 

 

Keywords: Digital Image Processing, Local Binary Pattern (LBP), Fuzzy Color 

Histogram (FCH), Random Forest, Corn Leaf Disease Classification 
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