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ABSTRAK 

 

Nama Mahasiswa / NPM  : Yovi Ibnu Nasikhin / 21081010128 

Judul Skripsi                     : Optimasi Model Convolutional Neural Network 

Dengan Hyperband Untuk Klasifikasi 

Tuberkulosis Pada Citra X-Ray Dada 

Dosen Pembimbing          : 1. Dr. Basuki Rahmat, S.Si, MT 

2. Chrystia Aji Putra, S.Kom, M.T 

 

 

Tuberkulosis merupakan salah satu penyakit menular yang masih menjadi masalah 

kesehatan global dengan angka kematian yang tinggi. Dalam proses diagnosis, citra 

X-ray dada sering digunakan. Namun interpretasinya kerap dipengaruhi oleh 

perbedaan persepsi tenaga kesehatan. Dengan keterbatasan tersebut, Convolutional 

Neural Network (CNN) dapat menjadi solusi untuk mendeteksi tuberkulosis pada 

citra X-ray dada sehingga meningkatkan efisiensi dan keakuratan. Meskipun CNN 

telah menunjukkan hasil yang menjanjikan pada berbagai penelitian sebelumnya, 

tantangan besar masih tetap ada dalam pemilihan hyperparameter yang tepat untuk 

memaksimalkan kinerja model. Oleh karena itu, penelitian ini bertujuan untuk 

mengoptimasi model CNN menggunakan metode Hyperband, sebuah teknik 

pencarian hyperparameter yang efisien dalam menemukan kombinasi terbaik 

secara otomatis. Penelitian ini akan membandingkan performa model CNN baseline 

dengan model CNN hasil optimasi Hyperband serta mengevaluasi dua skenario 

pembagian dataset, yaitu 80:10:10 dan 70:10:20. Dataset yang digunakan terdiri 

dari 1173 citra Normal dan 1025 citra Tuberculosis. Hasil penelitian menunjukkan 

bahwa model terbaik diperoleh dari optimasi dengan pembagian data 70:10:20, 

dengan train accuracy sebesar 85,33%, validation accuracy sebesar 83,11%, dan 

test accuracy sebesar 88,43%. Nilai ini lebih tinggi dibandingkan model 

baselinenya yang hanya mencapai train accuracy sebesar 76,75%, validation 

accuracy sebesar 79%, dan test accuracy sebesar 83,67%. Peningkatan ini 

membuktikan bahwa optimasi menggunakan Hyperband mampu meningkatkan 

kinerja model CNN secara signifikan. Dari hasil penelitian ini diharapkan dapat 

mendukung otomatisasi diagnosis penyakit tuberkulosis serta berkontribusi dalam 

upaya penanganan dan pengendalian tuberkulosis. 

 

Kata kunci :  Tuberkulosis, Convolutional Neural Network, Hyperband, 

Optimasi Hyperparameter 
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ABSTRACT 

 

Student Name / NPM       : Yovi Ibnu Nasikhin / 21081010128 

Thesis Title                       : Optimization of Convolutional Neural Network 

Model Using Hyperband for Tuberculosis 

Classification on Chest X-ray Images 

Advisor                             : 1. Dr. Basuki Rahmat, S.Si, MT 

2. Chrystia Aji Putra, S.Kom, M.T 

 

 

Tuberculosis is one of the infectious diseases that remains a global health problem 

with a high mortality rate. In the diagnostic process, chest X-ray images are often 

used. However, their interpretation is often influenced by differences in perception 

among healthcare professionals. Given these limitations, Convolutional Neural 

Network (CNN) can be a solution for detecting tuberculosis in chest X-ray images, 

thereby improving efficiency and accuracy. Although CNN has shown promising 

results in previous studies, significant challenges remain in selecting the 

appropriate hyperparameters to maximize model performance. Therefore, this 

study aims to optimize the CNN model using the Hyperband method, an efficient 

hyperparameter search technique that automatically identifies the best 

combination. This study will compare the performance of the baseline model with 

the Hyperband-optimized model and evaluate two dataset splitting scenarios: 

80:10:10 and 70:10:20. The dataset used consists of 1173 Normal images and 1025 

Tuberculosis images. The results show that the best model was obtained from 

optimization with a 70:10:20 data split, with a train accuracy of 85.33%, validation 

accuracy of 83.11%, and test accuracy of 88.43%. These values are higher than the 

baseline model, which only achieved a train accuracy of 76.75%, a validation 

accuracy of 79%, and a test accuracy of 83.67%. This improvement demonstrates 

that optimization using Hyperband can significantly enhance the performance of 

CNN models. The results of this study are expected to support the automation of 

tuberculosis diagnosis and contribute to efforts in the management and control of 

tuberculosis. 

 

Keywords : Tuberculosis, Convolutional Neural Network, Hyperband, 

Hyperparameter Optimization 
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