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ABSTRAK

Nama Mahasiswa / NPM : LUGAS FERNANDA  WIRAYUDHA /
20081010144

Judul Skripsi . KLASIFIKASI KARAKTER WAYANG
RAMAYANA MENGGUNAKAN METODE
CROSS VISION TRANSFORMER DENGAN
OPTIMASI ADAM

Dosen Pembimbing : 1. Dr. Basuki Rahmat, S.Si, MT
2. Henni Endah Wahanani, ST, M.Kom

Perkembangan teknologi deep learning telah memungkinkan otomatisasi
klasifikasi citra dengan akurasi tinggi, termasuk dalam konteks pelestarian budaya
digital. Wayang Ramayana sebagai warisan budaya yang kaya akan karakter visual
yang kompleks memerlukan pendekatan pengenalan yang mampu menangkap
detail ornamen dan ciri khas pada berbagai skala. Convolutional Neural Network
(CNN) konvensional sering kali terbatas dalam menangkap hubungan konteksual
global antar fitur visual. Untuk mengatasi hal ini, penelitian ini mengusulkan
penggunaan Cross Vision Transformer (CrossViT) yang mengintegrasikan
mekanisme attention lintas skala, dilengkapi dengan optimasi Adam untuk
mempercepat konvergensi model. Penelitian ini menggunakan dataset berupa 1043
citra wayang Ramayana yang terdiri dari 60 karakter, dikumpulkan melalui
pemotretan langsung dan sumber digital. Data kemudian dilakukan augmentasi
menjadi 7873 citra untuk meningkatkan variasi dan mengurangi overfitting. Model
CrossViT dirancang dengan dua cabang pemrosesan patch kecil (16x16) dan besar
(32x32), dilengkapi cross-attention untuk penggabungan fitur multi-skala.
Pelatihan dilakukan dengan learning rate 0.0001, batch size 32, dan fungsi loss
categorical cross-entropy. Parameter model dioptimalkan menggunakan algoritma
Adam dengan nilai decay rates f1=0.9 dan f2=0.999, serta epsilon le-7 untuk
stabilitas numerik.

Hasil evaluasi menunjukkan model mencapai akurasi 89% pada data uji,
dengan rata-rata precision 0,90, recall 0,88, dan F1-score 0,88. Beberapa karakter
seperti Gareng, Petruk, dan Semar mencapai skor sempurna (Fl-score 1,00),
sementara karakter seperti Pratalamariam dan Resi Subali masih memerlukan
penyempurnaan. Analisis perbandingan menunjukkan bahwa penggunaan
augmentasi data dan optimasi Adam meningkatkan akurasi secara signifikan
dibandingkan pelatihan tanpa kedua komponen tersebut. Temuan ini membuktikan
bahwa arsitektur CrossViT dengan optimasi parameter menggunakan Adam efektif
dalam mengklasifikasikan karakter wayang Ramayana yang memiliki kompleksitas
visual tinggi, serta berpotensi dikembangkan sebagai sistem pendukung digitalisasi
dan pelestarian budaya wayang.

Kata kunci : Klasifikasi Citra, Cross Vision Transformer, Optimasi Adam,
Parameter Deep Learning, Wayang Ramayana, Pelestarian Budaya Digital
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ABSTRACT

Nama Mahasiswa / NPM : LUGAS FERNANDA  WIRAYUDHA /
20081010144

Judul Skripsi . KLASIFIKASI KARAKTER WAYANG
RAMAYANA MENGGUNAKAN METODE
CROSS VISION TRANSFORMER DENGAN
OPTIMASI ADAM

Dosen Pembimbing : 1. Dr. Basuki Rahmat, S.Si, MT

2. Henni Endah Wahanani, ST, M.Kom

The development of deep learning technology has enabled the automation
of image classification with high accuracy, including in the context of the
preservation of digital culture. Wayang Ramayana as a cultural heritage rich in
complex visual characters requires an introductory approach that is able to capture
the details of ornaments and distinctive features at various scales. Conventional
Convolutional Neural Networks (CNNs) are often limited in capturing the global
contextual relationships between visual features. To address this, this study
proposes the use of a Cross Vision Transformer (CrossViT) that integrates a cross-
scale attention mechanism, complemented by Adam optimization to accelerate
model convergence. This study uses a dataset of 1043 images of Ramayana puppets
consisting of 60 characters, collected through live shooting and digital sources. The
data was then augmented to 7873 images to increase variation and reduce
overfitting. The CrossViT model is designed with two small (16x16) and large
(32x32) patch processing branches, equipped with cross-attention for multi-scale
feature integration. The training was conducted with a learning rate of 0.0001, a
batch size of 32, and a loss categorical cross-entropy function. The model
parameters were optimized using the Adam algorithm with decay rates of $1=0.9
and $2=0.999, as well as epsilon le-7 for numerical stability.

The results of the evaluation showed that the model achieved 89% accuracy
on the test data, with an average precision of 0.90, recall of 0.88, and an F1-score
of 0.88. Some characters such as Gareng, Petruk, and Semar achieved perfect scores
(F1-score 1.00), while characters such as Pratalamariam and Resi Subali still need
refinement. Comparative analysis showed that the use of data augmentation and
Adam optimization significantly improved accuracy compared to training without
both components. These findings prove that the CrossViT architecture with
parameter optimization using Adam is effective in classifying Ramayana puppet
characters that have high visual complexity, and has the potential to be developed
as a support system for digitization and preservation of puppet culture.

Keywords: Image Classification, Cross Vision Transformer, Adam Optimization,
Deep Learning Parameters, Wayang Ramayana, Digital Cultural Preservation
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