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ABSTRAK 

 
Nama Mahasiswa / NPM : Rafif Ilafi Wahyu Gunawan / 21081010093 

Judul Skripsi : Optimasi  Algoritma  Gaussian  Mixture  Model 

Menggunakan PCA – UMAP Untuk Klasterisasi 

Tingkat Kesejahteraan Rakyat 

Dosen Pembimbing : 1. Muhammad Muharrom Al Haromainy, S.Kom., 

M.Kom. 

2. Achmad Junaidi, S.Kom., M.Kom. 

 

 

Kesenjangan kesejahteraan antarwilayah masih menjadi permasalahan utama dalam 

pembangunan daerah, khususnya di Provinsi Jawa Timur. Perbedaan kondisi sosial, 

ekonomi, dan kualitas hidup menyebabkan distribusi kesejahteraan yang tidak 

merata. Untuk menganalisis permasalahan tersebut, penelitian ini menerapkan 

algoritma Gaussian Mixture Model (GMM) yang dioptimalkan melalui kombinasi 

reduksi dimensi Principal Component Analysis (PCA) dan Uniform Manifold 

Approximation and Projection (UMAP). Data yang digunakan berasal dari Badan 

Pusat Statistik (BPS) periode 2010–2024. Hasil penelitian menunjukkan bahwa 

kombinasi PCA–UMAP menghasilkan nilai Silhouette Score tertinggi sebesar 

42.36% dengan jumlah klaster optimal tiga K = 3, yang menggambarkan pemisahan 

wilayah dengan tingkat kesejahteraan tinggi dan rendah secara jelas. Pendekatan ini 

terbukti efektif dalam menghasilkan klaster yang stabil, representatif, dan mudah 

diinterpretasikan, sehingga dapat digunakan sebagai dasar dalam penyusunan 

kebijakan pembangunan berbasis data yang lebih tepat sasaran dan berkelanjutan. 

 

Kata kunci : Gaussian Mixture Model (GMM), PCA–UMAP, Klasterisasi, 

Kesejahteraan Rakyat. 
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ABSTRACT 
 

 

Student Name / NPM : Rafif Ilafi Wahyu Gunawan / 21081010093 

Thesis Title : Optimization of the Gaussian Mixture Model 

Algorithm Through PCA–UMAP Integration for 

Clustering Public Welfare Levels 

Advisor : 1. Muhammad Muharrom Al Haromainy, S.Kom., 

M.Kom. 

 2. Achmad Junaidi, S.Kom., M.Kom 

 

 

Socioeconomic inequality among regions remains a major challenge in regional 

development, particularly in East Java Province. Differences in social, economic, 

and quality-of-life conditions have led to an uneven distribution of welfare levels. 

To analyze this issue, this study applies the Gaussian Mixture Model (GMM) 

optimized through a combination of Principal Component Analysis (PCA) and 

Uniform Manifold Approximation and Projection (UMAP) for welfare clustering. 

The dataset used was obtained from the Central Bureau of Statistics (BPS) for the 

period 2010–2024. The results show that the PCA–UMAP combination achieved 

the highest Silhouette Score of 42.36% with an optimal cluster number of theree K 

= 3, effectively distinguishing regions with high and low welfare levels. This 

approach proved to be efficient in producing stable, representative, and 

interpretable clusters, making it a potential tool to support data-driven 

policymaking aimed at equitable and sustainable regional development. 

 

Keywords: Gaussian Mixture Model (GMM), PCA–UMAP, Clustering, Public 

Welfare 
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