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ABSTRAK 

 

Nama Mahasiswa / NPM  : Maslahatul Kaunaini Ayatilah / 21081010261 

Judul Skripsi                     : Klasifikasi Tingkat Keparahan Kecelakaan Lalu 

Lintas Berbasis Catboost pada Data yang Tidak 

Seimbang Menggunakan Smotenc dan Optuna 

Dosen Pembimbing          : 1. Dr. Eng. Ir. Anggraini Puspita Sari, ST., MT. 

 2. Achmad Junaidi, S.Kom., M.Kom. 

 

 

Kecelakaan lalu lintas merupakan permasalahan kompleks di Kota Surabaya 

yang berdampak signifikan terhadap keselamatan publik dan kerugian sosio-ekonomi. 

Salah satu tantangan utama dalam pemodelan klasifikasi tingkat keparahan kecelakaan 

adalah adanya fenomena ketidakseimbangan data (imbalanced data), di mana jumlah 

kejadian luka ringan jauh lebih dominan dibandingkan kategori luka berat atau 

meninggal dunia. Penelitian ini bertujuan untuk mengklasifikasikan tingkat keparahan 

kecelakaan menjadi tiga kelas, yaitu Kelas 0 (Ringan), Kelas 1 (Sedang), dan Kelas 2 

(Berat) dengan mengimplementasikan algoritma CatBoost. Untuk mengatasi kendala 

distribusi kelas yang tidak merata, diterapkan metode Synthetic Minority Over-

sampling Technique for Nominal and Continuous (SMOTENC), sementara optimasi 

hyperparameter dilakukan menggunakan kerangka kerja Optuna. Evaluasi model 

dilakukan menggunakan metode hold-out dengan proporsi 60% data latih dan 40% 

data uji. Hasil eksperimen menunjukkan bahwa integrasi SMOTENC dan Optuna 

secara signifikan meningkatkan performa prediktif model. Model terbaik, yakni 

CatBoost-SMOTENC-Optuna, menghasilkan akurasi sebesar 97,20%, presisi 95%, 

recall 90%, dan F1-Score sebesar 92%. Performa ini menunjukkan peningkatan 

stabilitas yang substansial dibandingkan model CatBoost standar yang hanya 

menghasilkan F1-Score sebesar 32%. Temuan penelitian ini mengonfirmasi bahwa 

kombinasi SMOTENC dan Optuna efektif dalam meningkatkan sensitivitas model 

terhadap kelas minoritas (Sedang dan Berat), sehingga dapat memberikan kontribusi 

bagi pihak berwenang dalam merumuskan strategi mitigasi risiko kecelakaan yang 

lebih akurat dan terukur. 

 

Kata kunci : Kecelakaan Lalu Lintas, CatBoost, SMOTENC, Optuna, 

Ketidakseimbangan Data.   
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ABSTRACT 

 

Nama Mahasiswa / NPM  : Maslahatul Kaunaini Ayatilah / 21081010261 

Judul Skripsi                     : Classification of Traffic Accident Severity Levels 

Based on CatBoost on Imbalanced Data Using 

SMOTENC and Optuna 

Dosen Pembimbing          : 1. Dr. Eng. Ir. Anggraini Puspita Sari, ST., MT. 

 2. Achmad Junaidi, S.Kom., M.Kom. 

 

 

Traffic accidents represent a complex issue in Surabaya, having a significant 

impact on public safety and socio-economic loss. A primary challenge in accident 

severity classification modeling is the phenomenon of data imbalance, where slight 

injury cases are considerably more dominant than severe or fatal categories. This 

study aims to classify accident severity into three classes: Class 0 (Slight), Class 1 

(Moderate), and Class 2 (Severe) by implementing the CatBoost algorithm. To address 

the uneven class distribution, the Synthetic Minority Over-sampling Technique for 

Nominal and Continuous (SMOTENC) was applied, while hyperparameter 

optimization was conducted using the Optuna framework. Model evaluation utilized 

the hold-out method with a 60% training and 40% testing data split. Experimental 

results demonstrate that the integration of SMOTENC and Optuna significantly 

enhances the model's predictive performance. The CatBoost-SMOTENC-Optuna 

model achieved superior performance with an accuracy of 97.20%, precision of 95%, 

recall of 90%, and an F1-Score of 92%. Overall, this research proves that the 

combination of SMOTENC and Optuna optimization is effective in handling 

imbalanced data and increasing model sensitivity across all severity classes. These 

findings are expected to serve as a scientific reference for authorities in formulating 

more accurate risk mitigation strategies and traffic safety policies. 

 

Keywords: Road Accidents, CatBoost, SMOTENC, Optuna, Data Imbalance.   
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