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ABSTRAK 

 

Nama Mahasiswa / NPM : Sabrina Laila Sari / 20081010224 

Judul Skripsi   : Prediksi Customer Churn Pada Bank Menggunakan 

          Perbandingan Optimasi Algoritma Grid Search Dengan 

          Decision Tree, Random Forest, XGBoost 

Dosen Pembimbing  : 1. Dr. Basuki Rahmat, S.Si., M.T. 

2. Dr. Ir. Kartini., S.Kom., M.T. 

 

Penelitian ini menerapkan teknik optimasi hyperparameter Grid Search untuk 

meningkatkan performa model dalam memprediksi customer churn pada sektor perbankan. 

Tiga algoritma yang diuji adalah Decision Tree, Random Forest, dan XGBoost, 

menggunakan dataset publik berisi 10.000 catatan nasabah dengan 14 atribut. Tahapan 

penelitian mencakup pembersihan dan transformasi data (penanganan missing value, 

encoding, normalisasi), pembagian data (skenario 70:30 dan 80:20), pembangunan model, 

serta optimasi parameter melalui Grid Search. Evaluasi dilakukan menggunakan metrik 

akurasi, precision, recall, F1-score, ROC AUC, dan PR AUC. Hasil eksperimen 

menunjukkan bahwa setelah optimasi, ketiga model mampu mencapai akurasi sekitar 85% 

pada skenario terbaik. Namun, perbedaan muncul pada kemampuan pemisahan kelas dan 

deteksi kelas minoritas: Random Forest dan XGBoost menunjukkan ROC AUC dan PR 

AUC yang lebih baik dibanding Decision Tree, dengan XGBoost memberikan 

keseimbangan terbaik antara precision dan recall untuk kelas churn setelah tuning. Analisis 

fitur mengindikasikan variabel umur, status keanggotaan aktif, jumlah produk, dan saldo 

sebagai faktor berpengaruh terhadap churn. Grid Search terbukti meningkatkan performa 

model, meskipun memerlukan waktu komputasi lebih besar; oleh karena itu 

direkomendasikan eksplorasi metode optimasi alternatif (mis. Randomized Search atau 

Bayesian Optimization) dan pengayaan fitur sebagai pengembangan lanjutan. 

 

Kata kunci : customer churn, Grid Search, Decision Tree, Random Forest, XGBoost, prediksi, 

optimasi hyperparameter.  
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ABSTRACT 

 

Student Name / NPM  : Sabrina Laila Sari / 20081010224 

Thesis Title   : Customer Churn Prediction in Banks Using a 

Comparison of Grid Search Algorithm Optimization 

with Decision Tree, Random Forest, and XGBoost 

Advisors   : 1. Dr. Basuki Rahmat, S.Si., M.T. 

2. Dr. Ir. Kartini., S.Kom., M.T. 

 

This study applies Grid Search hyperparameter optimization to improve machine 

learning models for predicting customer churn in the banking sector. Using a publicly 

available dataset of 10,000 customers with 14 attributes, the workflow included data 

cleaning and transformation (encoding, normalization), train–test splitting (70:30 and 

80:20), model training, and exhaustive hyperparameter tuning. Three tree-based classifiers 

were compared: Decision Tree, Random Forest, and XGBoost. Model performance was 

evaluated with accuracy, precision, recall, F1-score, ROC AUC, and PR AUC. Results 

show that after Grid Search tuning all three models achieved approximately 85% accuracy 

in the best scenarios, while ensemble methods outperformed the single tree in 

distinguishing churn cases. Random Forest and XGBoost produced higher ROC AUC and 

PR AUC values than Decision Tree, and XGBoost delivered the best balance between 

precision and recall for the minority churn class after tuning. Feature analysis identified 

age, active membership status, number of products, and account balance as the most 

influential predictors. Grid Search significantly improved model effectiveness but increased 

computational cost; future work should explore more efficient optimization methods (e.g., 

randomized search, Bayesian optimization) and additional feature engineering to further 

enhance churn detection. 

 

Keywords : customer churn, Grid Search, Decision Tree, Random Forest, XGBoost, 

hyperparameter optimization. 
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