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ABSTRAK

Nama Mahasiswa / NPM : Nabila Ahlisya Fatir / 22082010017

Judul Skripsi : Komparasi Kinerja Algoritma Machine Learning
dengan Pendekatan BerTopic untuk Analisis
Stance dan Identifikasi Topik pada Opini Publik
Terkait IKN”

Dosen Pembimbing : 1. Eka Dyar Wahyuni, S.Kom, M.Kom.
2. Nambi Sembilu, S.Kom, M.Kom.

Pemindahan Ibu Kota Negara (IKN) merupakan kebijakan strategis yang
memunculkan beragam sikap pro dan kontra di kalangan masyarakat, khususnya
pada media sosial X yang bersifat terbuka dan berbasis teks singkat. Penelitian ini
bertujuan untuk membandingkan kinerja algoritma machine learning klasik dalam
mengklasifikasikan stance publik terhadap pemindahan IKN serta mengidentifikasi
topik utama yang mendasari sikap tersebut. Data penelitian berupa tweet berbahasa
Indonesia yang dikumpulkan dari media sosial X melalui teknik scraping. Lima
algoritma klasifikasi yang diuji yaitu Support Vector Machine, Logistic Regression,
Decision Tree, Random Forest, dan K-Nearest Neighbor. Evaluasi model dilakukan
menggunakan F-score weighted sebagai metrik utama untuk menangani
ketidakseimbangan kelas. Hasil pengujian menunjukkan bahwa Random Forest
merupakan model dengan performa terbaik, khususnya pada konfigurasi bigram
dengan pembagian data 90:10, yang menghasilkan Fl-score weighted sebesar
0,8011, serta nilai accuracy, precision-weighted, dan recall-weighted masing-
masing sebesar 0,8012. Selanjutnya, penerapan metode BERTopic berhasil
mengidentifikasi topik dominan seperti kebijakan dan isu sosial, investasi dan
pembangunan ekonomi, serta infrastruktur. Penelitian ini menyimpulkan bahwa
integrasi klasifikasi stance dan topic modeling mampu memberikan pemahaman

yang komprehensif terhadap opini publik terkait pemindahan IKN.

Kata kunci: Data Mining, Stance Analysis, Machine Learning, BERTopic, IKN
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ABSTRACT

Student Name / NPM : Nabila Ahlisya Fatir / 22082010017

Thesis Title : Komparasi Kinerja Algoritma Machine Learning
dengan Pendekatan BerTopic untuk Analisis
Stance dan Identifikasi Topik pada Opini Publik
Terkait IKN”

Advisors : 1. Eka Dyar Wahyuni, S.Kom, M.Kom.
2. Nambi Sembilu, S.Kom, M.Kom.

The relocation of Indonesia’s capital city (IKN) is a strategic public policy that has
generated diverse pro and contra stances among the public, particularly on social
media platform X, which is open and dominated by short text-based content. This
study aims to compare the performance of classical machine learning algorithms in
classifying public stance toward the relocation of the IKN and to identify the main
topics underlying these stances. The dataset consists of Indonesian-language tweets
collected from social media X using a scraping technique. Five classification
algorithms were evaluated, Support Vector Machine, Logistic Regression, Decision
Tree, Random Forest, and K-Nearest Neighbor. Model evaluation was conducted
using the weighted F1-score as the primary metric to address class imbalance. The
experimental results indicate that Random Forest achieved the best performance,
particularly with the bigram configuration and a 90:10 training—testing split,
producing a weighted F1-score of 0.8011, along with accuracy, weighted precision,
and weighted recall values of 0.8012. Furthermore, the application of the BERTopic
method successfully identified dominant topics such as public policy and social
issues, investment and economic development, and infrastructure. This study
concludes that integrating stance classification with topic modeling provides a
comprehensive understanding of public opinion regarding the relocation of the

IKN.

Keywords: Data Mining, Stance Analysis, Machine Learning, BERTopic, IKN
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