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ABSTRAK 
 

Nama Mahasiswa / NPM   Rahmadany Fahreza Taufiqurrahman /  
20081010089 

Judul Skripsi                     : Deteksi Citra Deepfake Menggunakan CNN 
dengan Integrasi Dilated Convolution 

Dosen Pembimbing          : 1. Fetty Tri Anggraeny, S.Kom., M.Kom. 
 2. Andreas Nugroho Sihananto, S.Kom., M.Kom. 

 
Perkembangan teknologi kecerdasan buatan telah memungkinkan 

pembuatan citra palsu berbasis deep learning yang dikenal sebagai deepfake. 
Kemunculan citra palsu ini menimbulkan tantangan serius terhadap keaslian konten 
digital. Salah satu pendekatan yang efektif untuk mendeteksi citra deepfake adalah 
Convolutional Neural Network (CNN). Namun, CNN konvensional memiliki 
keterbatasan dalam menjangkau konteks spasial yang lebih luas, sehingga kurang 
sensitif terhadap manipulasi halus yang tersebar di berbagai area citra. Untuk 
mengatasi hal tersebut, penelitian ini mengusulkan integrasi Dilated convolution 
pada arsitektur CNN. Dilated convolution berfungsi memperluas receptive field 
tanpa menambah jumlah parameter secara signifikan, sehingga model mampu 
menangkap fitur lokal dan global secara bersamaan.  

Penelitian ini menggunakan dataset citra wajah real dan fake yang diperoleh 
dari Kaggle dengan total 8.000 citra. Model dilatih menggunakan arsitektur CNN 
dengan dua lapisan dilated convolution, average pooling, ReLu, dan Dropout layer, 
serta diuji menggunakan beberapa rasio pembagian data latih dan data uji (50:50 
hingga 90:10). Evaluasi dilakukan menggunakan confusion matrix dan metrik 
performa seperti akurasi, presisi, recall, dan F1-score.  

Hasil pengujian menunjukkan bahwa model CNN dengan integrasi dilated 
convolution mampu mencapai akurasi antara 81% hingga 87%, dengan performa 
terbaik pada skema 90:10 sebesar 87%, serta hasil stabil pada skema 80:20 sebesar 
85%. Kinerja ini menunjukkan peningkatan dibandingkan CNN standar yang hanya 
mencapai 81–84%. Temuan ini membuktikan bahwa penambahan dilated 
convolution secara signifikan meningkatkan kemampuan model dalam menangkap 
konteks spasial global dan mendeteksi manipulasi halus pada citra wajah. Dengan 
demikian, arsitektur CNN-Dilated terbukti lebih efektif dan andal dalam tugas 
deteksi citra deepfake. 
 
 
 
Kata kunci : Deepfake Detection, Convolutional Neural Network, Dilated 

Convolution, Image Classification, Confusion Matrix  
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ABSTRACT 
 

Student Name / NPM       : Rahmadany Fahreza Taufiqurrahman /  
20081010089 

Thesis Title                       : Deepfake Image Detection Using CNN with 
Dilated Convolution Integration. 

Advisor                             : 1. Fetty Tri Anggraeny, S.Kom., M.Kom. 
2. Andreas Nugroho Sihananto, S.Kom., M.Kom.  

  
 

 
The development of artificial intelligence technology has made it possible 

to create fake images based on deep learning known as deepfakes. The emergence 
of these false images poses a serious challenge to the authenticity of digital content. 
One effective approach to detecting deepfake images is the Convolutional Neural 
Network (CNN). However, conventional CNN has limitations in reaching a wider 
spatial context, making it less sensitive to subtle manipulations spread across 
different areas of the image. To address this, this study proposes the integration of 
Dilated convolution into the CNN architecture. Dilated convolution expands the 
receptive field without significantly increasing the number of parameters, allowing 
the model to capture local and global features simultaneously.  

This study uses a dataset of real and fake facial images obtained from 
Kaggle with a total of 8,000 images. The model was trained using a CNN 
architecture with two layers of dilated convolution, average pooling, ReLu, and 
Dropout layers, and tested using multiple ratios of the division of the trained data 
and test data (50:50 to 90:10). Evaluation was conducted using a confusion matrix 
and performance metrics such as accuracy, precision, recall, and F1-score.  

The test results showed that the CNN model with dilated convolution 
integration was able to achieve an accuracy between 81% and 87%, with the best 
performance in the 90:10 scheme of 87%, and stable results in the 80:20 scheme of 
85%. This performance shows an improvement over standard CNN which only 
reaches 81–84%. These findings prove that the addition of dilated convolution 
significantly improves the model's ability to capture global spatial context and 
detect subtle manipulations of facial imagery. Thus, the CNN-Dilated architecture 
has proven to be more effective and reliable in the task of detecting deepfake 
images. 
 
 
 
Kata kunci : Deepfake Detection, Convolutional Neural Network, Dilated 
Convolution, Image Classification, Confusion Matrix  
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