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ABSTRAK 
 

Nama Mahasiswa / NPM : Anita Puspitasari /  20081010015 

 

Judul Skripsi                     : Penerapan Metode K-Means Dan Harmony Search 

Untuk Seleksi Fitur Pada Penentuan Credit Score 

 

Dosen Pembimbing          : 1. Eka Prakarsa Mandyartha, S.T., M.Kom. 

 2. M. Muharrom Al Haromainy, S.Kom., M.Kom. 

 

 

Kredit merupakan mekanisme pembayaran yang disediakan oleh sebuah lembaga 

keuangan dalam bentuk pinjaman dana. Penilaian kelayakan kredit atau biasa 

disebut sebagai credit score menjadi penting untuk mempekirakan risiko 

peminjaman kepada nasabah. Tantangan utama dalam membangun model credit 

scoring adalah banyaknya fitur transaksi yang tidak relevan dan bersifat redundan, 

hal ini mengakibatkan membutuhkan komputasi yang tinggi. Penelitian ini 

mengusulkan metode seleksi fitur menggunakan metode K-Means dan Harmony 

Search sebagai solusi dalam permasalahan tersebut. K-Means digunakan untuk 

mengalisis jarak (Distance-based) guna untuk mencari fitur representatif, 

sementara Harmony Search digunakan untuk mencari kombinasi fitur yang paling 

relevan. Hasil dari penelitian ini menunjukkan bahwa metode yang diusulkan selain 

dapat meningkatkan akurasi prediksi, serta dapat meningkatkan efisiensi komputasi 

pada data. Metode ini menghasilkan kinerja model dengan MAPE sebesar 3.2%, 

RMSE sebesar 25, dan 𝑅2 sebesar 0.86 dengan waktu komputasi pelatihan sebesar 

0.0165 detik dan  prediksi sebesar 0.0041 detik. Hasil ini membuktikan kinerja 

kombinasi metode K-Means dan Harmony Search dalam menyederhanakan sebuah 

data untuk model credit scoring tanpa berpotensi menurunkan kualitas data.  

 

Kata kunci :  Credit Score, Seleksi Fitur, K-Means, Harmony Search. 
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ABSTRACT 

 

Student Name / NPM       : Anita Puspitasari /  20081010015 

 

Thesis Title                       : Implementation of K-Means and Harmony Search 

Methods for Feature Selection in Credit Score 

Determination 

 

Advisor                             : 1. Eka Prakarsa Mandyartha, S.T., M.Kom. 

 2. M. Muharrom Al Haromainy, S.Kom., M.Kom. 

 

 

Credit is a payment mechanism provided by financial institutions in the form of 

loan funds. Creditworthiness assessment, commonly referred to as a credit score, 

plays a crucial role in estimating lending risks to customers. The main challenge in 

developing a credit scoring model lies in the large number of transaction features 

that are irrelevant and redundant, which leads to high computational costs. This 

study proposes a feature selection method using the K-Means and Harmony Search 

algorithms as a solution to this problem. K-Means is employed to analyze distance-

based to identify representative features, while Harmony Search is utilized to 

determine the most relevant feature combinations. The results of this research 

indicate that the proposed method not only improves prediction accuracy but also 

enhances computational efficiency. The model achieved a performance of MAPE 

= 3.2%, RMSE = 25, and R² = 0.86, with a training computation time of 0.0165 

seconds and prediction time of 0.0041 seconds. These results demonstrate the 

effectiveness of combining K-Means and Harmony Search methods in simplifying 

data for credit scoring models without compromising data quality. 

 

Keywords: Credit Score, Feature Selection, K-Means, Harmony Search. 
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DAFTAR NOTASI 

 

Notasi           :     Keterangan  

𝑋 : Nilai asli 

𝜇 : mean  

σ : stadar deviasi 

𝑋𝑖 : nilai data ke-𝑖 

𝑛 : jumlah data 

𝑑 : jarak Euclidean antara dua titik (x dan y) 

𝑓 : nilai fitness 

(𝑋) : subset fitur 

𝑅2 : R – squared atau Koefisien Determinasi 

λ : nilai pinalti 

|𝑆| : jumlah fitur 

𝑦𝑖  : nilai aktual ke i 

𝑦̂𝑖 : nilai prediksi ke i 

𝑦̅ : rata-rata nilai aktual  

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

xxiv 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Halaman ini sengaja dikosongkan 

 

 

 

 

 

 

 

 

 

 

 


