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Abstract 

 
In this research, XGBoost algorithm and the SMOTETomek approach are employed 

with the objective of enhancing the accuracy of diabetes classification. The study utilises 

2,000 patient data points, comprising demographic and medical information, sourced 

from Kaggle. The dataset employed in this study comprises a number of variables, 

including pregnancies, glucose levels, blood pressure, skin thickness, insulin levels, 

Body Mass Index (BMI), diabetes pedigree function, age, and an outcome variable. The 

latter is a binary classification label, taking on the values 0 and 1. A value of 0 indicates 

that the patient is not affected by diabetes, whereas a value of 1 indicates that the patient 

has diabetes. Diabetes represents a significant public health concern in Indonesia. A 

significant challenge in this study was the imbalanced nature of the dataset, which 

included a disproportionate number of non-diabetic samples relative to diabetic 

samples. To address this class imbalance, the researchers employed the SMOTETomek 

method. SMOTETomek integrates the SMOTE (Synthetic Minority Over-sampling 

Technique) and Tomek links algorithms to oversample the minority class and remove 

borderline samples, thereby balancing the class distributions. The SMOTETomek 

method achieved higher accuracy (95.01%) than SMOTE and the original data 

(both 92.13%), highlighting the benefits of combining SMOTE with Tomek Links 

for XGBoost. During testing, SMOTETomek slightly reduced the minority class 

accuracy (0.97 vs. 0.99 for SMOTE and original data) but maintained strong 

F1-score and precision, indicating effective handling of data imbalance despite 

minor trade-offs.          

Key words: Balancing Data, Diabetes Classification, SMOTETomek, XGBOOST. 

 

 

INTRODUCTION 

One of the main health issues that has 

become more prevalent in Indonesia in recent 

years is diabetes. The primary causes of this 

illness are dietary and lifestyle modifications. 

The International Diabetes Federation (IDF) 

projects that 537 million people worldwide will 

have diabetes by 2021. With 19.5 million 

diabetics in 2021, Indonesia will rank sixth in 

the world for the highest number of diabetes; by 

2045, that figure is predicted to rise to 28.6 

million. The extremely high cost of diabetes 

care is one of the effects of the high rate of 

diabetes. This covers potential consequences 

and the cost of medical care. Low-income 

individuals are more susceptible to problems 

because they have less access to quality medical 

treatment. If diabetes is not properly managed, 
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it can lead to serious side effects like heart 

disease, stroke, kidney damage, and blindness. 

Diabetes has been identified as a significant 

public health concern in Indonesia, with 

documented cases dating back to the early 

1980s. With a prevalence rate of 6.2% among 

the population, Indonesia has more than 10 

million individuals living with diabetes [1]. 

It is widely acknowledged that class 

imbalance presents considerable challenges for 

classification. This is because imbalanced data 

can result in an imbalanced ratio of minority 

classes, which may not result in a significant 

performance loss. However, the same is not true 

for majority classes, which may result in a 

significant performance loss [2]. 

Data imbalance techniques can be divided 

into several categories, including 

oversampling, undersampling, and hybrid 

sampling. This research will employ the latter 

approach. Hybrid sampling is a combination of 

oversampling and undersampling techniques. 

One example of an oversampling technique that 

will be used is to The SMOTE technique can 

overcome the issue of oversampling in data 

sets. However, it still has the disadvantage that 

the synthetic data generated in the minority 

class can become noise in the data set because 

it does not distinguish between data in different 

classes. Therefore, it will be combined with an 

undersampling technique called Tomek-Link. 

Tomek-Link plays a role in removing noise data 

contained in the majority class. However, 

Tomek-Link only plays a role in removing 

instances defined as Tomek-Links. Therefore, 

using only Tomek-Link will not be sufficient to 

achieve a balanced data set. By combining 

SMOTE and Tomek-Link, it is expected that 

the resulting accuracy performance will be 

superior to that achieved by using only one of 

the data balancing techniques [3].   

Related works 
In a previous study titled "Classification of 

Diabetes Disease Patients using the C4.5 

Algorithm", the accuracy results were found to 

be 74.08%. The data used in the study consisted 

of 768 rows and 10 columns [4]. 

In a study entitled "Application of 

Oversampling and Undersampling 

Combination Techniques to Solve Imbalanced 

Data Problems," the use of SMOTE, 

SMOTETomek, and SMOTE-ENN techniques 

in overcoming imbalanced data is compared 

[5]. Training and testing data were divided in 

the study using a 70:30 ratio. SVM modeling is 

applied to the training data; the precision, 

recall, and F-measure of the created model are 

determined using the testing data. The results of 

this comparison indicate that the 

SMOTETomek technique can enhance the f-

Measure for heart disease data by 0.11. 

In the research article entitled "A 

Contemporary Machine Learning Method for 

Accurate Prediction of Cervical Cancer," the 

authors employ the SMOTETomek technique 

for data balancing and utilize a decision tree to 

train the model. The decision tree with the 

selected features and SMOTETomek 

demonstrated superior performance, with an 

accuracy of 98%, sensitivity of 100%, and 

specificity of 97%. The decision tree classifier 

exhibited remarkable proficiency in 

classification assignment when the features 

were reduced and the issue of class imbalance 

was addressed [6]. 

The following study, entitled "Median-

KNN Regressor-Smote-Tomek Links For 

Handling Missing And Imbalanced Data In Air 

Quality Prediction" [7], The study uses 

information on pollutant measurements and 

ambient air quality conditions at a specific site 

from the Air Quality Index (AQI) dataset, 

which may be used to predict air quality. The 

research team used the SMOTETomek 

technique to address the issue of data 

imbalance. The technique comprises estimating 

air quality values from the Indian AQI dataset 

using the Naïve Bayes, KNN, and C4.5 

algorithms. Based on the evaluation results of 

the models developed for the study, the KNN 

method had an accuracy rate of 96.64%, the 

C4.5 algorithm had an accuracy rate of 100%, 

and the Naïve Bayes technique had an accuracy 

rate of 73.96%. This study suggests utilizing the 

XGBoost algorithm and the SMOTETomek 

approach as part of a data balancing method to 

identify diabetes to increase the accuracy. 

In a separate study, entitled "SMOTETomek-

Based Resampling for Personality 

Recognition," the influence of imbalanced and 

overlapping data distributions across two 

samples on machine learning classification 

models is examined. The application of data 

resampling techniques can enhance the 

accuracy of classification models. In this study, 

the classification method employed is particle 

swarm optimization (PSO), and the resampling 

technique utilized is SMOTETomek. The 

findings of the study indicate that the 
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application of the PSO method and data 

resampling using the SMOTETomek technique 

results in enhanced accuracy when compared to 

scenarios where data resampling is not 

employed. The results demonstrate that the 

application of SMOTETomek to the my 

Personality_text dataset yielded an accuracy 

rate of 75.82%, a notable improvement over the 

68.20% accuracy achieved without 

SMOTETomek. Similarly, on the my 

Personality dataset, the use of SMOTETomek 

led to an accuracy rate of 79.96%, a substantial 

enhancement over the 71.78% accuracy 

observed in the absence of SMOTETomek [8]. 

This study introduces a novel approach by 

combining the SMOTETomek resampling 

technique with the particle swarm optimization 

(PSO) method to address imbalanced and 

overlapping data in personality recognition 

tasks. Unlike traditional studies that focus on 

either resampling or classification methods, this 

research integrates both to enhance model 

performance. SMOTETomek reduces class 

imbalance and overlap, while PSO optimizes 

feature selection, creating a robust framework 

for improving accuracy. The approach 

significantly boosts predictive accuracy for the 

myPersonality_text and myPersonality 

datasets, demonstrating its potential for use in 

other domains with similar challenges. 

 

MATERIAL AND METHODS 

Classification 
Classification is a machine learning that 

useful for grouping data into predetermined 

categories or classes [9]. Classification is a 

form of supervised learning, whereby the 

training model employs labeled data to map the 

input to one of several classes. The process 

entails learning from a dataset of labeled 

examples, with the ultimate objective of 

developing the capacity to predict the correct 

class label for new data that has not yet 

occurred or existed previously. Classification is 

the process of organizing objects into distinct 

groups according to the values of attributes 

connected to the objects that are being 

observed. Since every object has unique 

qualities, categorization can be used to tell one 

object apart from another [10]. 

Extreme Gradient Boosting (XGBoost) 
Extreme Gradient Boosting (XGBoost) 

represents a significant advancement in the 

field of gradient boosting. Gradient boosting is 

an algorithm that can be employed to identify 

effective solutions to a range of problems, 

particularly those pertaining to regression, 

classification, and ranking [11]. XGBoost 

represents an effective implementation of the 

Gradient Boosting Decision Tree (GBDT) 

algorithm. Decision Tree is a method that 

transforms facts into decision trees, which 

represent rules that can be interpreted by a 

human being [12]. 

When performing a classification, the most 

commonly used function is Log Loss. The 

following equation (1) represents the 

calculation formula that will be employed in the 

XGBoost algorithm. 

 

𝐿(𝑦, 𝑓(𝑥) = −(1 𝑛⁄ )∑ 𝑖 = 1𝑛[𝑦𝑖 ×

log⁡(𝑓(𝑥𝑖) + (1 − 𝑦𝑖) × log⁡(1 − 𝑓(𝑥𝑖))])                           
(1) 

 

The explanation provided by equation (1) 

states that 𝑓(𝑥𝑖) is the predicted probability, 𝑦𝑖 
is the right label, and n is the number of 

observations. In regression situations, the loss 

value is typically represented by the mean 

square error. 

 

𝐿(𝑦, 𝑓(𝑥)) = ⁡1 𝑛⁄ ∑ 𝑖 = 1𝑛(𝑦𝑖 − 𝑓(𝑥𝑖)
2)       

(2) 

 

Unlike other methods, XGBOOST employs 

a gradient-based optimization approach. To 

lessen the possibility of overfitting and enhance 

model generalization, XGBOOST employs a 

technique called regularization. This is 

demonstrated by equation (3). 

 

𝐿(𝑦, 𝑓(𝑥)) + 𝑦𝑇 + 𝑦∑𝑤𝑖
2                  (3) 

 

The L2 regularization term is one of the best 

and most popular machine learning methods, 

and it is based on equation (3), where is the 

complexity parameter and 𝑤𝑖 is the i-th feature 

weight. It has a decent prediction accuracy and 

a reasonable training time. It provides a variety 

of distributed and parallel processing methods 

that can handle high-dimensional data and 

category features, as well as reduce training 

time. [13]. 

This algorithm combines the capabilities of 

several weaker learning models, with the 

objective of creating stronger and more 
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accurate prediction models. In general, decision 

trees are used to achieve this objective.  

An illustration of the XGBoost algorithm in 

action can be observed in Fig 1. 

 

 

Fig 1. XGBOOST 

SMOTE 
Machine learning data imbalance is a 

problem that is addressed by the Synthetic 

Minority Over-Sampling Technique (SMOTE). 

The SMOTE method is often used to solve 

problems related to classification. Examining 

the minority class samples and then adding 

additional samples to the dataset that match the 

minority samples is the basic idea behind the 

SMOTE approach [14]. While there has been 

limited discussion of solutions for guided 

undersampling, oversampling has been the 

subject of considerable attention due to the 

success of SMOTE, which has led to the 

introduction of numerous variants [15]. Finding 

the K nearest neighbors of the minority sample 

for 𝑥𝑖 is one of the processes in the SMOTE 

method. [16]. Data imbalance is defined as the 

phenomenon whereby one class of data exhibits 

a significantly smaller number of samples than 

another class. The calculation formula for 

SMOTE is provided in Equation (4). 

 

𝑃𝑖𝑗 =⁡𝑥𝑖 + 𝑟𝑎𝑛𝑑(0,1) ⁡× (𝑥𝑖𝑗 −⁡𝑥𝑖)    (4) 

 

Step 1 

For each minority sample (𝑥𝑖), a distance is 

calculated from the sample to other samples in 

the minority set according to a specified rule. 

This results in the identification of the k nearest 

neighbors for the given sample. 

 

Step 2 

In accordance with the over-sampling 

magnification, a random subset of k nearest 

neighbors is selected from each sample (𝑥𝑖), 
and these are denoted as (𝑥𝑖𝑗). The pij 

artificially constructed minority samples are 

then calculated using the following equation 

[17]. 

Tomek-links 
Tomek-links One machine learning method 

for dealing with class imbalance in a dataset is 

undersampling. The approach is predicated on 

identifying and removing data from the 

majority class that is situated close to the class 

boundary. Once the data from the majority class 

has been identified, instances from that class 

are eliminated from each pair. In order to 

maintain data balance, instances from the 

minority class are retained. Until no more 

Tomek-links are found in the data set, this 

procedure may be done as often as required. 

There are two methods to use Tomek-Links: as 

a pre-processing cleaning step or as an 

undersampling strategy. When this method is 

used as an undersampling strategy, samples 

from the majority class are removed. On the 

other hand, when used as a cleaning step prior 

to processing, both samples are eliminated. 

[18]. 

When majority and minority class instances 

are eliminated because their borders are not 

clearly defined, the technique can be used for 

data cleaning in the context of data pre-

processing. Undersampling is one way to apply 

the approach, It entails getting rid of majority 

class instances [19]. 

In essence, the examples that constitute the 

Tomek-link pair serve to amplify the noise 
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present within the data distribution. In addition 

to examples situated at the boundaries and 

outliers, instances of redundancy also give rise 

to issues pertaining to class imbalance [20]. 

The working pattern performed by Tomek-

links is as follows: for each sample x in the 

dataset, Dist(𝑥, 𝑦) is the Euclidean distance 

between sample x and the remaining sample y. 

[21]. An illustration of the Tomek-Links 

process can be observed in Fig 2. 

 

 

Fig 1. Tomek-Links 

 

To address the issue of overlap caused by 

oversampling, Tomek links are employed once 

more in the cleaning stage, with the objective of 

removing borderline instances from both 

classes [22]. Consequently, the Tomek-link 

technique can be employed to eliminate 

superfluous overlaps between classes 

subsequent to synthetic sampling, whereby all 

Tomek-links are eliminated until all nearest 

pairs are assigned to the same class. The 

removal of overlapping samples allows for the 

construction of class clusters that are conducive 

to training. The formula for calculating the 

Euclidean distance is provided in equation (5). 

 

𝑑(𝑥𝑖, 𝑥𝑗) =∑ (𝑥𝑖𝑘 −⁡𝑥𝑗𝑘)
2

𝑛

𝑘=1
                 (5) 

 

SMOTETOMEK 
Machine learning models may perform 

better on minority classes if balancing data 

techniques are used, such as the synthetic 

minority oversampling approach combined 

with Tomek-links (SMOTETomek) [23]. When 

one class has more samples than the other, there 

is a data imbalance. This might lead to a 

machine learning model that is biased in favor 

of the majority class. SMOTE and Tomek-links 

data balancing approaches are combined into a 

single method called SMOTETOMEK. The 

implementation process for SMOTETOMEK is 

illustrated in Fig 3. 

 

Fig 2. SMOTETOMEK 

METHODOLOGY 

This research will entail a series of steps, 

commencing with data acquisition, followed by 

data preprocessing, model construction, and 

model evaluation. The methodology employed 

in this research is illustrated in Fig 4. 

 

Fig 3. Methodology 

Data Acquisition 
The The dataset comprises a collection of 

medical and demographic data pertaining to the 

patient, along with a binary indicator of 

diabetes status (whether the patient has diabetes 

or not). A multitude of features are included in 

the data set: age, skin thickness 

(SkinThickness), insulin, blood pressure 

(BloodPressure), body mass index (BMI), 

pregnancy history (Pregnancies), diabetes 

pedigree (DiabetesPedigreeFunction), and 

blood glucose level (Glucose). The data set 

utilized in this study was obtained from the 

Kaggle page, which contains a total of 2,000 

data points. We may get the data by clicking on 

this link: 

https://www.kaggle.com/datasets/vikasukani/d

iabetes-data-set. The data utilized in this study 

are presented in Table 1. 

 

https://www.kaggle.com/datasets/vikasukani/diabetes-data-set
https://www.kaggle.com/datasets/vikasukani/diabetes-data-set
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Table 1. The Data Set will be Utilized in The Forthcoming Research Project. 

Pregnancies Glucose BloodPressure SkinThickness Insulin BMI DiabetesPedigreeFunction Age Outcome 

2 138 62 35 0 33.6 0.127 47 1 

0 84 82 31 125 38.2 0.233 23 0 

0 145 0 0 0 44.2 0.63 31 1 

0 135 68 42 250 42.3 0.365 24 1 

1 139 62 41 480 40.7 0.536 21 0 

0 173 78 32 265 46.5 1.159 58 0 

4 99 72 17 0 25.6 0.294 28 0 

8 194 80 0 0 26.1 0.551 67 0 

2 83 65 28 66 36.8 0.629 24 0 

2 89 90 30 0 33.5 0.292 42 0 

 

Preprocessing Data  
The data pre-processing stage comprises a 

series of procedures designed to prepare the 

data for subsequent model training. The data 

preprocessing procedure employed in this 

research is illustrated in Fig 5. 

 

Fig 4. Preprocessing data 

Data Cleaning 

The preliminary phase of data processing in this 

study will entail data cleansing. This stage is 

employed to guarantee the absence of null 

values, which are commonly designated as 

missing values and data equating to zero. 

Furthermore, this procedure entails the 

elimination of superfluous features, including 

those pertaining to pregnancy, skin thickness, 

and diabetes pedigree function. Following the 

removal of certain features, the data to be 

utilised in subsequent processes comprises 

2000 observations. This is done in order to 

optimise the performance of the model. 

Data Normalization 

This stage is employed for the purpose of 

modifying the value inherent to the feature, 

which ranges from 0 to 1, through the 

utilization of the MinMaxScaler. This objective 

is to prevent the domination of features with 

higher values than other features, thereby 

enhancing the performance of the model. 

 

Balancing Data 

One of the most important steps in 

guaranteeing the consistency and uniformity of 

data inside a dataset is the data balancing stage. 

Label data or feature data are the sources of the 

data that needs to be balanced. Outcome data is 

the target data used in this process. 684 data 

points are related to label 1 and 1.316 data 

points are associated with label 0. The 

SMOTETomek approach will be used by 

researchers to accomplish data balance. 

Splitting Data 

The term "split data stage" refers to the 

process of dividing a dataset into two distinct 

sections: training data and testing data. The 

training data is used to train the model, while 

the testing data is used to assess the model's 

performance. 

Construct a model 
This stage will be carried out in several steps, 

namely the initialization and training of the 

model. The initialisation stage of the model will 

be employed to establish certain parameters 

that will subsequently be utilised during the 

training process, which will be conducted using 

the XGBOOST algorithm. Examples of such 

parameters include the number of decision 

trees, the learning rate, and the maximum 

depth. Following the initialization of the model, 

the researcher will employ cross-validation 

with a fold of 3. The resulting output will be the 

accuracy of the classification results. Once the 

model has been constructed, the evaluation 

process will commence. This is the stage at 

which the performance of the model is 

assessed. 
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RESULT AND DISCUSSION 

Preprocessing Data 

Before the modeling process begins, the 

data pretreatment step is very important. The 

outcomes of the data preprocessing step are 

shown in the section that follows. This stage's 

procedures are helpful for maximizing the 

model's potential and lowering the overfitting 

danger. 

Cleaning Data 

The outcome of the data cleansing process 

was the removal of features that were not 

utilized in the classification procedure and the 

elimination of the value of 0 within the feature. 

Furthermore, this process guarantees the 

absence of any missing values, thus ensuring 

the optimal accuracy of the model. 

Accordingly, this process represents a pivotal 

stage in the research process. The outcomes of 

the data cleansing process are presented in 

Table 2. 

 
Table 2. The Data Set has been Subjected to a 

Rigorous Data Cleaning Process. 

Glucose 
Blood 

Pressure 
BMI Age Outcome 

138 62 33.6 47 1 

84 82 38.2 23 0 

145 69.1 44.2 31 1 

135 68 42.3 24 1 

139 62 40.7 21 0 

Data Normalization 

By guaranteeing that the data's value range 

lies between 0 and 1, the data normalization 

method seeks to lower the danger of overfitting. 

Table 3 displays the outcomes of the data 

normalization procedure. 

 
Table 3. The Data Set has been Subjected to a 

Process Of Normalization. 

Glucose 
Blood 

Pressure 
BMI Age Outcome 

0.61 0.387 0.246 0.433 1 

0.26 0.592 0.321 0.033 0 

0.65 0.461 0.416 0.166 1 

0.59 0.449 0.386 0.05 1 

Balancing Data 

This stage of the research process is very 

important. The outcomes of the data balancing 

procedure carried out throughout this study are 

shown in the section that follows. The results of 

the data balancing process are presented in 

Table 4. 

 

Table 4. After Balancing Data 

Phase 
Data 

0 1 

Before 1316 684 

After 1316 1316 

 
   (a) 

 
     (b) 

Fig 5. Result SMOTETOMEK: (a) Before 

SMOTETOMEK, (b) After 

SMOTETOMEK. 

 

As illustrated in Figure 6, a notable shift in 

the data is evident. The minority class has been 

harmonized with the majority class, and the 

data that exhibited temporal correlations has 

been excluded. 
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Splitting Data 

The result of the split data process is the 

division of the data into two distinct parts: the 

training data, comprising 2105 instances (80% 

of the total), and the testing data, comprising 

527 instances (20% of the total). 

Model 
In this step, we will commence by declaring 

the parameters that will be employed for the 

XGBoost model. There are multiple parameters 

that will be utilised in the XGBoost model, 

including max_depth (the maximum depth of 

each decision tree), n_estimator (the number of 

decision trees to be generated by the model), 

and learning rate. Table 5 will illustrate the 

parameter values that will be utilised in this 

research. 

Table 5. XGBoost Parameter 

Method 
XGBoost Parameter 

Max_Depth LearningRate n_estimator 

SMOTETomek 3 0.01 100 

SMOTE 3 0.01 100 

Original Data 3 0.01 100 

 

This process constitutes the final stage of the 

research project. The objective is to create a 

model that will serve as a tool for classification. 

The results of the k-cross validation accuracy 

assessment are presented in Table 5. Fig. 7 

shows the steps involved in training the 

classification model. The following section 

presents a comparative analysis of the use of K-

cross validation in the of SMOTETOMEK, 

SMOTE, and Original. The results demonstrate 

that the application of SMOTE and Original 

techniques yields a distinct level of accuracy 

compared to that achieved by the 

SMOTETOMEK approach. In this study, the 

value of k in the implementation of K-cross 

validation will be set to k = 3. The outcomes of 

the K-Croos Validation implementation are 

presented in Table 6. 

 
Fig 6. Training model 

 

Table 6. K-Cross Validation 

Method 

Accuracy 

Fold 

1 

Fold 

2 

Fold 

3 

Evarag

e 

SMOTE 0.77 0.75 0.77 0.76 

SMOTETOME

K 
0.83 0.77 0.81 0.80 

Original Data 0.77 0.75 0.77 0.76 

 

The outcomes of the K-cross validation 

process will be employed in the model training 

procedure. The aforementioned results will be 

employed as a means of validating the data 

utilized in the model training process. Upon 

completion of this phase, the model will 

undergo training via the XGBoost algorithm. 

The outcomes of this training will be utilized to 

assess the model. The subsequent paragraphs 

present the results of training the model with 

SMOTETOMEK, SMOTE, and original data. 

 

 

 

Fig 7. Tree of XGBOOST 
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Fig. 8 depicts the result of the decision tree 

generated from the model training. The figure 

illustrates the optimal decision tree, which has 

a depth of  99. 

 

Table 7. XGBOOST 

Method Accuracy 

SMOTETomek 95.01% 

SMOTE 92.13% 

Original Data 92.13% 

 

The rationale behind the superior accuracy 

outcomes achieved through the utilisation of 

SMOTE lies in its capacity to curtail the 

influence of noise within the data set. Synthetic 

Minority Over-sampling Technique (SMOTE) 

generates synthetic data on the minority class, 

but this can result in the generation of noise due 

to the absence of consideration for the 

surrounding majority class. To address this, 

Tomek-links can remove samples from the 

majority class that are in close proximity to the 

minority class, thereby creating a cleaner and 

clearer decision boundary. The utilisation of 

Tomek-links serves to reduce the noise 

generated from the SMOTE process. 

The findings of the training model, as 

presented in Table 6., indicate that the results of 

the training model indicate that the 

SMOTETOMEK technique produces more 

accurate results than the other two techniques. 

Therefore, it can be temporarily interpreted that 

SMOTETOMEK has better performance than 

the other two techniques. 

 

 

Fig 8. Accuracy and MSE 

 

Fig. 9 illustrates the outcomes of the training 

model, which achieved an accuracy of 95.01% 

and a mean squared error (MSE) of 0.0303. 

These results can be considered indicative of a 

high degree of accuracy and a low probability 

of error. 

Once this stage is complete, the model 

evaluation stage will commence. At this stage, 

a confusion matrix will be produced, which is 

useful for assessing the prediction results of the 

model. A comparison of the confusion matrix 

generated in this study can be seen in Fig 10. 

 
                    (a) 

 
                    (b) 

 
                    (c) 

Fig 9. Confusion Matrix: (a) SMOTETOMEK, 

(b) Original data, (c) SMOTE 

The computation of accuracy, F1-score, 

precision, and recall based on the confusion 

matrix's findings will constitute the last phase 

of the investigation. This will provide light on 

the The model evaluation findings shown in 

Table 8 can be used to determine the model's 

effectiveness. The model evaluation results in 

Table 8 contain several parameters, which 

represent the prediction results of the model 

that has been generated using the testing data. 

The diminished efficacy of SMOTETomek 

in the testing phase can be attributed to the 

potential for Tomek-Link to eliminate data 

samples that are indispensable for the model to 

grasp the decision boundary.
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Table 8. Model Evaluation 

Method Label Accuracy f1-score Precission Recall 

Original 
0 

0.99 
0.99 1.00 0.99 

1 0.99 0.98 0.99 

SMOTE 
0 

0.99 
0.99 1.00 0.99 

1 0.99 0.98 0.99 

SMOTETOMEK 
0 

0.97 
0.97 0.98 0.96 

1 0.97 0.95 0.98 

 

CONCLUSION  

The findings of the research indicate that the 

utilisation of data balancing techniques, 

specifically SMOTETOMEK in conjunction 

with the XGBOOST algorithm, outperforms 

the use of SMOTE and original data techniques. 

This is evidenced by the accuracy value, which 

demonstrates that SMOTETOMEK produces a 

greater accuracy of 95.01%. Furthermore, the 

results of the model evaluation provide 

additional support for this conclusion. The

  use of SMOTE and the original data 

techniques yields a considerable discrepancy 

between the training accuracy and model 

evaluation results.  

This suggests that overfitting may be 

occurring, but the use of the SMOTETOMEK 

technique produces a balanced value of training 

accuracy and model evaluation. 

The dataset employed in this study is 

derived from that used by Kaggle, which may 

introduce a degree of bias into the data set. 

Therefore, it is recommended that future 

research employ data obtained from official 

health agencies and utilize a variety of 

algorithms to achieve enhanced accuracy 

values.
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Table 1. Testing data 

RESULT AND DISCUSSION 

This chapter discusses the results of the 

modified LMKNCN algorithm in doing certain 

tests. In the evasion direction avoidance tests, 

the features used in training data [17] is first 

discussed, as well as accuracy testing. Then, the 

algorithm is tested in quadcopter flight plans 

that must reach its target point with static and 

dynamic obstacles in the way.  

The LMKNCN classification features used 

in this research is the dimensions of the obstacle 

against the quadcopter’s position. The 

dimensions feature data is processed into 

deviance distance data. This feature data 

consisted of 4 parameters, that of upper span 

ℎ𝑢, left span ℎ𝑙, right span ℎ𝑟, and lower span 

ℎ𝑑. The deviance distance data 𝛿 consisted of 4 

parameters, that of left, right, up and down 

deviances. Table 2 shows the feature data used 

in cluster training data, Table 3 shows the 

obstacle training data, and Table 4 shows the 

testing data, all of which resolves as correct.  

The simulation tests used a computer with 

Intel Core i3 CPU of 1.70 GHz and 4 Gb RAM. 

The tests result in an accuracy of 97.5% (Table 

4). The learning process between training and 

testing data required a computation time of 

0.142341 seconds.  

Case 1 
In Case 1, the start point is in coordinate 

(0.5,4,2) and the target point is in coordinate 
(7.5,4,2). This case has 1 static obstacle in 

coordinate (4,4.1,2), shown in top view in Fig 

6 and side view in Fig 7.  

 

Case 2 
In Case 2, there is 1 dynamic obstacle 

moving up and down the positive z-axis. This 

obstacle has an innate velocity of 0.005𝑚/𝑠. 

The quadcopter is positioned at the start point 

(0.5,4,2) and has the target point (7.5,4,2). The 

dynamic obstacle has an initial coordinate 

(4, 4, 1.6) shown in Fig 8 and Fig 9. 

 

Case 3 
In Case 3, the quadcopter is placed in the 

start point (0.5,4,2) and its target point is 
(7.5,4,2). There are 2 dynamic obstacles with 

starting coordinates of (3.4, 2.2, 2.26) and 

(5.2,6.41,1.88). The first obstacle has an innate 

velocity of 0.02⁡𝑚/𝑠, moving the the left 

(positive y-axis). The second obstacle has an 

innate velocity of 0.01⁡𝑚/𝑠, moving to the 

right (negative y-axis) as shown in Fig 10 and 

Fig 11. 

 

Result Case 1  
The obstacle is detected when the 

quadcopter is in coordinate (2.8, 4, 2), in 4𝑠. 

The detected obstacle’s dimensions from the 

quadcopter are hu = 0.4001, ℎ𝑙 = 0.7, ℎ𝑟 =
0.5 and ℎ𝑑 = 0.1999. 

The closest training cluster data (Table 5) in 

this case is in Cluster 8. The first closest data in 

the cluster is the 12th data point. The centroids 

are located in the 15th and the 16th, shown in 

Table 6. The most efficient evasion direction is 

to the right due to the 3 nearest neighbors to the 

static obstacle training data in Cluster 8 (Table 

7) showed the right class. 

 

Result Case 2 
The quadcopter detected the obstacle in 4𝑠 

in coordinate (4, 4.1, 2). The detected 

dimensions are ℎ𝑢 = 0.3101, ℎ𝑙 = 0.6, ℎ𝑟 =
0.6 and ℎ𝑑 = 0.0399. 

Table 8 showed that the closest cluster to the 

obstacle training data is Cluster 8. The first 

closest training data is the 11th data. The 

centroids are located in the 12th and 6th data 

(Table 9). The 3 nearest neighbors showed the 
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